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6.1 Executive summary

The objective of Task 6C (Telematics Demand) is to develop a means to identify cognitive demand resulting from in-vehicle device use while driving.  This information will complement measures of driver state as an input to moderate information interaction with the IVIS and mitigate distraction.
Task 6 focused on developing a model to predict IVIS demand in real-time, providing input for the distraction mitigation module being developed for Task 11 that uses the strategies identified in Task 4.  The model integrates information describing the state of the IVIS and current glance location to calculate current demand and estimate future demand over the coming 3-5 seconds.  This project involved three elements, first was a simulator experiment to assess the demand associated with long and short IVIS tasks.  The second was the development of dynamic programming algorithm of IVIS messages, with the goal of creating an optimal sequence of IVIS messages to manage the flow of messages to the driver.  The third element developed an initial model of IVIS demand.  
The simulator experiment examined the effects of cognitive load on driving performance for interactions with an in-vehicle information system (IVIS) that varied in duration from one to four minutes. Twelve participants drove in a simulator while intermittently performing the IVIS task. There were three IVIS conditions: interacting with the IVIS, non-IVIS periods between IVIS interactions, and baseline driving without the IVIS task. Contrary to our hypothesis, driver response to lead vehicle braking was surprisingly uniform across IVIS conditions. IVIS interaction did undermine driver ability to detect the bicyclist along the side of the road, and some of these performance decrements persisted after the IVIS interaction had ended. Reaction time for bicyclist detection increased from the first to the subsequent minutes of the interaction. Eye movements were influenced by the IVIS conditions but not by task duration. Both ANOVA and factor analyses revealed that some of the changes in eye movements were concurrent with IVIS interaction while others persisted after IVIS the driver completed the interaction. Overall, the findings suggest that two mechanisms might account for the distraction-related performance decrements in this study: competition for processing resources and interference due to activation of competing goals
The dynamic programming algorithm addresses the issue of how to schedule the demands associated with messages over time.  IVIS present an array of messages that range from collision warnings and navigation instructions to tire pressure and e-mail alerts.  Currently the number of messages is modest, but as in-vehicle technology become more mature the number could grow substantially.  If these messages are not managed properly, the IVIS might fail to provide the driver with critical information, which could undermine safety. In addition, if the IVIS presents multiple messages simultaneously, the driver may fail to attend to the most critical information.  To date, only simple algorithms that use priority-based filters have been developed to address this problem.  This paper presents a dynamic programming model that goes beyond the immediate relevance and urgency parameters of the current SAE message scheduling algorithm. The resulting algorithm considers the variation of message value over time, which extends the planning horizon and creates a more valuable stream of messages than one based only on the instantaneous message priority.  This method has the potential to improve road safety because the most relevant information is displayed to drivers across time, not just the highest priority at any given instant.  Applying this algorithm to messages sets shows that scheduling that considers the time-based message value, in addition to priority, results in substantially different and potentially better message sequences compared with those based only on message priority.  This method can be extended to manage driver workload by adjusting message timing relative to demanding driving maneuvers.
The final element of this project involves creating a preliminary model of IVIS demand.  The approach differs from the typical consideration of IVIS interactions, which considers IVIS tasks as secondary tasks that interfere with the primary task of driving.  With our approach, driving and IVIS tasks are considered mutually interrupting, whereby either suffers from shift of attention to the other.  To predict IVIS demand, the resource demands of the IVIS task, both while it is being performed and when it is interrupted, must be viewed as competing for the resources needed for driving.  

The benefit of the model is particularly great in situations when sensor data is imperfect, such as when eye position data is noisy or missing.  Estimating IVIS demand based only on driver state depends on the availability of eye and sensor data.  Sensor noise or intermittent failure can greatly undermine estimates of distraction based solely on driver state information.  Another benefit of the IVIS demand model is that it can produce leading indicators of distraction rather than producing lagging indicators., For example, a combining eye movements over time will necessarily produced delayed indicators of driver state, whereas the IVIS demand model predicts IVIS demands for several seconds into the future at the time the driver first interacts with the IVIS..  
The preliminary validation of the model show promise for the approach.  The simplicity of the model makes it a viable candidate for future production vehicles.  All of the input data are readily available through current CAN systems and eye monitoring system and the computational requirements are modest.   
6.2 Program Overview

Driver distraction is a major contributing factor to automobile crashes. National Highway Traffic Safety Administration (NHTSA) has estimated that approximately 25% of crashes are attributed to driver distraction and inattention (Wang, Knipling, & Goodman, 1996). The issue of driver distraction may become worse in the next few years because more electronic devices (e.g., cell phones, navigation systems, wireless Internet and email devices) are brought into vehicles that can potentially create more distraction. In response to this situation, the John A. Volpe National Transportation Systems Center (VNTSC), in support of NHTSA's Office of Vehicle Safety Research, awarded a contract to Delphi Electronics & Safety to develop, demonstrate, and evaluate the potential safety benefits of adaptive interface technologies that manage the information from various in-vehicle systems based on real-time monitoring of the roadway conditions and the driver's capabilities. The contract, known as SAfety VEhicle(s) using adaptive Interface Technology (SAVE-IT), is designed to mitigate distraction with effective countermeasures and enhance the effectiveness of safety warning systems.
The SAVE-IT program serves several important objectives. Perhaps the most important objective is demonstrating a viable proof of concept that is capable of reducing distraction-related crashes and enhancing the effectiveness of safety warning systems. Program success is dependent on integrated closed-loop principles that, not only include sophisticated telematics, mobile office, entertainment and safety warning systems, but also incorporate the state of the driver. This revolutionary closed-loop vehicle environment will be achieved by measuring the driver’s state, assessing the situational threat, prioritizing information presentation, providing adaptive countermeasures to minimize distraction, and optimizing advanced collision warning.
6.3 Introduction and objectives

The objective of Task 6 (IVIS Demand) was to define the demands IVIS place on the driver.  This includes developing a model to predict IVIS demand in real-time, providing input for the distraction mitigation module being developed for Task 11 that uses the strategies identified in Task 4.  The model integrates information describing the state of the IVIS and current glance location to calculate current demand and estimate future demand over the coming 3-5 seconds.  This project involved three elements, first was a simulator experiment to assess the demand associated with long and short IVIS tasks.  The second was the development of dynamic programming algorithm of IVIS messages, with the goal of creating an optimal sequence of IVIS messages to manage the flow of messages to the driver.  The third element developed an initial model of IVIS demand.  The following sections present each of these three elements and identify further research needed to more fully characterize and modulate IVIS demand to enhance driving safety. 

6.4 the effects of cognitive load presence and duration on driver eye movements and event detection
Rapid development of wireless and computer technology has led to an increasingly complex and diverse array of devices that people might use while driving. The visual, manual, and cognitive demands associated with interacting with these devices can distract drivers and undermine performance. Assessing the distraction potential of devices, such as navigation systems, cell phones, and personal music systems, poses an important challenge to designing safe in-vehicle information systems (IVISs). The decrements in driving performance that occur when drivers take their eyes off the road (visual distraction) or their hands off the wheel (manual distraction) are relatively easy to define, understand, and assess. However, a growing body of research demonstrates that, even when drivers have their eyes on the road and hands on the wheel, the cognitive demand associated with in-vehicle devices can undermine driving performance (Horrey & Wickens, 2006; Lee & Strayer, 2004; McCartt, Hellinga, & Bratiman, 2006; Regan, Lee, & Young, In press). 

A meta-analysis of studies that examined the use of cell phones while driving found that conversation and information processing tasks performed in “hands-free” mode affected driver reaction time to targets that were unrelated to the cell phone task (Horrey & Wickens, 2006). With one common target detection paradigm, drivers were asked to detect the illumination of a light while they drove and performed cognitive tasks, such as arithmetic manipulations (Patten, Kircher, Ostlund, & Nilsson, 2004; Recarte & Nunes, 2003), autobiographical recall (Recarte & Nunes, 2003), and interactions with an AutoPC (Ranney, Harbluk, & Noy, 2005). Compared to driving alone, drivers missed more targets and often had slower responses when performing cognitive tasks as they drove. The implication of these results is that cognitive load may also undermine driver response to events related to driving.

Research examining the effect of visual-manual-cognitive tasks shows that distractions do not influence driving in a unitary manner. Young and Angell (2003) collected fifteen measures of driver performance, including response time to the illumination of lights located on the vehicle hood and driver side mirror and the percentage of lights that drivers missed, for seventy-nine in-vehicle tasks. The measures of driver performance were analyzed using principal components analysis to identify dimensions of driving performance that reflect driver distraction. Three principal components accounted for 83% of the variability in driver performance. The first component, accounting for 61% of the total variation, was termed “overall driver demand” because the loadings for all of the driver performance measures were positive. The second principal component accounted for 17% of the total variation and was called “low-workload-but-high-inattentiveness.” Driver performance measures associated with detection of the illuminated lights loaded in a direction opposite to all of the other measures, suggesting that some distracting activities cause drivers to be particularly poor in detecting events, even when other elements of driving performance are relatively unaffected. Finally, a component termed “peripheral insensitivity” accounted for 5% of the total variation. For this component, reaction time and miss rate for detection of the light on the hood loaded in the opposite direction of the same measures for the light located on the side mirror. Together, these results show that distractions can undermine different dimensions of driver performance, such as vehicle control, event detection, and peripheral event detection. 

The results of Young and Angell (2003), particularly the second and third principal components, align with two manifestations of cognitive distraction in the literature. The first is a failure to consolidate fixated information. In other words, the visual information that falls on the fovea during a fixation is not processed or consolidated to a level required for a response to be made. In the case of the light detection paradigm, consolidation failure occurs when drivers do not to respond to a light after they have looked at it. The second manifestation of cognitive distraction is a tendency to concentrate fixations within a limited part of the driving scene that can lead to failure to fixate objects in the periphery of the driving scene.

Several studies of driver distraction suggest that failure to consolidate fixated information contributes to distraction-related decrements in driving performance. For example, Strayer, Drews, and Johnston (2003) found that drivers were less likely to remember a billboard that they had viewed while driving in a simulator and conversing on a hands-free cell phone than one viewed while they were only driving. Even though drivers looked at the billboards, they failed to “see” them because their attention was focused on the conversation. Similarly, Greenberg et al. (2003) examined cognitive distraction using a realistic and driving-related event detection protocol. Drivers were asked to respond when a vehicle in the forward- or rear-view departed the lane. A failure to consolidate fixated information was reflected in drivers’ failure to detect lane departures of the car ahead while receiving hands-free phone calls, even though they were looking ahead when the lane departures occurred. 

Fixation concentration describes a narrowing of the visual field scanned by the observer. Various factors have been shown to effect fixation concentration. Crundall and Underwood (1998) found that scanning of the driving scene was affected by driver experience and type of roadway. The experienced drivers’ scanning patterns were sensitive to roadway type, with greater variability in both the vertical and horizontal dimensions on the dual carriageway compared to the rural and suburban roadways. In contrast, the novice drivers’ scanning patterns were not sensitive to the different roadways. Recarte & Nunes (2000) found that performing mental tasks while driving led to decreased variability in fixation position, which they termed “spatial gaze concentration,” and shorter distances covered during the brief, ballistic eye movements between fixations called saccades. Similarly, Victor (2005), found that the presence but not the difficulty level of an auditory tone counting task led to a reduction of the standard deviation of gaze position. The implication of these findings is that if driver gaze is concentrated in the center of the driving scene, detection of objects and events in the periphery can suffer. 

Recarte and Nunes (2003) investigated the effect of spatial gaze concentration on target detection. Drivers detected lights in various eccentric locations and completed a variety of cognitive tasks while their eye movements were tracked. Although spatial gaze concentration was seen under cognitive load, because target eccentricity and cognitive load did not interact to affect performance of the detection task, Recarte and Nunes concluded that cognitive load undermined detection performance through a general interference effect. They suggested the general interference reflects the assignment of attentional resources to the non-driving task and is not a result of disrupted scanning due to spatial gaze concentration. The authors attributed the spatial gaze concentration effect to drivers adopting a strategy of directing their visual resources to the area of the visual field that contains the greatest concentration of information needed for driving. Overall, Recarte and Nunes’ findings suggest that failures to consolidate fixated information rather than gaze concentration is the reason why cognitive load undermines driver performance.

Although it is clear from the previous research that cognitive load can affect both driver eye movements and event detection, no research has studied how such effects may change over time. For example, driver eye movements and detection abilities may differ 30 seconds into a cell phone conversation compared to several minutes later. A survey of college students found that frequency of cell phone calls rather than duration of calls was linked to being involved in accidents or near-accidents (Seo & Torabi, 2004), but no research has directly studied the effect of task duration on driver performance. In addition, although some have speculated that distraction has carryover effects such that driver performance decrements continue after the secondary task is over (Redelmeier & Tibshirani, 1997), this area has received little direct research. 

When drivers perform a secondary task, they must switch between the two tasks, interrupting and resuming each in turn. Analysis of interrupting or subsequently resuming a task shows that the timing of the interruption has substantial influence on how easily the task can be resumed. Interruptions that prevent goal rehearsal or that occur in the middle of the task resulted in longer resumption times (Monk, Boehm-Davis, & Trafton, 2004). These results are consistent with the goal activation model (Altmann & Trafton, 2002) and suggest that increasing task duration may make drivers less able to interrupt IVIS tasks and return to driving tasks. The goal activation model also predicts that the distraction posed by an IVIS interaction may persist even after the immediate interaction with IVIS has been completed. 

In summary, past research has demonstrated that cognitive load can undermine event detection. Evidence of gaze concentration and consolidation failure gives some insight into the mechanisms underlying performance decrements.  However, the effects of cognitive distraction over time have not been examined. In addition, it may not be valid to generalize from detecting lights and recalling billboards to detecting driving-relevant events. This study considers these issues by evaluating the contribution of consolidation failures and gaze concentration in detecting driving-relevant events.

This study used a driving simulator to investigate the temporal effects of cognitive load on driver performance. Participants interacted with an auditory in-vehicle system that required continuous attention, intermittent manual response, and trend tracking over various periods of time. To assess the effects of the cognitive demands of this task, we measured drivers’ response to a braking lead vehicle, ability to detect the bicyclist along the side of the road, and eye movements. 

Based on the previous research, interaction with the IVIS while driving was expected to degrade driver performance and result in both consolidation failure and gaze concentration. Drivers would respond more slowly to the braking lead vehicle and be less sensitive to detecting the bicyclist. The magnitudes of these effects were expected to increase with the IVIS task duration. Both IVIS task presence and duration were expected to affect driver eye movements. Specifically, more fixations were expected in the center of the roadway, variability of fixation position was expected to decrease, and saccade distances were expected to decrease during IVIS interaction, and these effects would be greatest during long interactions. As with the principal components analysis of Young and Angell (2003), we expected that a factor analysis of eye movement data would suggest that multiple dimensions underlie driver distraction. Finally, we expected, consistent with the goal activation model of interruptions, the relatively engaging interactions with the IVIS in this study would undermine attention to the road even after the interaction had ended. 

6.4.1 Method

6.4.1.1 Participants

Twelve people (balanced for gender) between the ages of 35 and 55 (M=45, SD=6) who had at least 19 years of driving experience (M=30, SD=7) and drove at least five times per week participated in this 3-hour experiment. They were compensated $15 an hour and earned up to $10 in bonus compensation based on their performance on the IVIS task.

6.4.1.2 Design and independent variables

Participants completed four 15-minute drives while performing an IVIS task and two 15-minute baseline drives without the IVIS task. Each IVIS drive included four interactions with the IVIS, and the duration of each interaction was different: one, two, three, or four minutes. The presentation order of the four durations was counterbalanced for each of the four IVIS drives using a Latin square. One-minute intervals occurred before the first interaction, between interactions, and after the last interaction in each IVIS drive (see Figure 6. 1). The order in which each participant completed the IVIS drives and baseline drives was randomized using Latin squares.

The independent variables of IVIS condition and IVIS task duration were manipulated as within-subject conditions. The IVIS condition included three levels: IVIS (periods when the driver was performing the IVIS task), non-IVIS (periods in the IVIS drive when the driver was not performing the IVIS task), and baseline (periods from the baseline drive). IVIS task duration reflected how long the driver had interacted with the stock ticker: one, two, three, or four minutes.
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Figure 6. 1.  Sample timeline of IVIS interactions and braking events during an IVIS drive. Braking events during IVIS interactions are indicated with dashed arrows while those between IVIS interactions (non-IVIS condition) are indicated with solid arrows.
6.4.1.3 Apparatus

The experiment was conducted with a medium fidelity, fixed-based DriveSafety™ Research Simulator. The simulator has a 1992 Mercury Sable vehicle cab with a 50-degree visual field and generates fully textured graphics at a resolution of 1024 x 768 with a 60 Hz frame rate. Driving data were collected at 60 Hz. The driving environment, shown in Figure 6. 2, consisted of a straight suburban street with two lanes of traffic traveling in each direction divided by a center turning lane. Eye movement data were collected at 60 Hz using Seeing Machines’ faceLAB™ eye tracking system (version 4.1). The system uses two small video cameras to track head and eye movements and then calculates, among other measures, horizontal and vertical coordinates for a gaze vector that intersects the simulator screen.
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Figure 6. 2.  Driving scene overlaid with areas of interest used to classify fixation position. The bicyclist is located just to the right of the large bush.
6.4.1.4 Experimental tasks

Driving tasks

At the beginning of each drive, the subject vehicle (SV) was parked in the right lane of the roadway. Parked directly in front of the SV was a white lead vehicle (LV). The participants were instructed to accelerate to a speed of 20 m/s (45 mph) and follow the lead vehicle. The SV was equipped with a simulated cruise control to ensure uniform speed and distance from the LV across participants and IVIS interactions. The cruise control engaged automatically when the SV velocity reached 20 m/s and held the SV at this velocity at a time distance of 1.8 s behind the LV until the participant pressed the brake. Participants were instructed to use the cruise control as much as possible. 

During each drive, participants performed two main driving tasks: responding to a braking lead vehicle and event detection. Participants responded to six LV braking events during each drive. Each braking event began when a vehicle traveling in the passing lane near the LV changed lanes to enter the lane in front of the LV. The LV braked following the lane change at a rate of 0.2 g until the participant pressed the brake pedal at least once and the LV reached a minimum velocity of less than 9 m/s (20 mph). Once both of these conditions were met, the LV continued to brake for a period selected at random from a uniform distribution of 0 to 5 seconds. Then the LV accelerated at a rate of 0.25 g until it reached a speed of 11 m/s (25 mph). At this point the LV was again coupled to the SV with a 1.8 s tailway. If participants did not brake in response to the LV, they would collide with the LV at a relative velocity of about 12 m/s (26 mph) approximately 6 seconds after the LV began to brake. To prevent participants from associating lane changes exclusively with the LV braking events, each drive also included six lane changes without LV braking.

Each participant experienced a total of thirty-six braking events, six in each of the six drives, and the braking events were balanced across IVIS condition. Error! Reference source not found. shows an example of how braking events and IVIS interactions were distributed during an IVIS drive. Braking events occurred during the last minute of three of the four IVIS interactions (represented in Error! Reference source not found. by the dashed arrows) and during three of the five non-IVIS intervals (solid arrows). The timing of the six braking events for each of the two baseline drives was determined as for the IVIS drives, using two random orderings of the IVIS interaction lengths.

The second driving task was a peripheral event detection task with a realistic target. Participants were instructed to respond to the appearance of a man on a bicycle in the driving scene by pressing a button on the steering wheel. Because the roadway was very wide and the passing traffic occluded the participants’ view of the left side of the scene, the bicyclist only appeared to the right of the roadway. In half of the appearances, the bicyclist was stationary; in the other half, he was moving. The participants were told that the bicyclist would never enter the roadway. On average, the bicyclist was visible for 2.85 seconds (SD=0.88 s) and appeared 45 times during the 15-minute drive. The bicyclist is visible in the driving scene in Error! Reference source not found..

In-Vehicle Information System (IVIS) task

The in-vehicle information system consisted of an auditory stock ticker that presented three-letter stock symbols (e.g., ADX) and whole number values from 1 to 25. The symbols and values were spoken by a digitized voice and were produced using a text-to-speech system. The symbols were selected randomly from all possible 3-letter combinations, and their pronunciation by the text-to-speech system was informally checked for intelligibility by the first author. Each interaction began with a beep. The first two symbols and values presented after the beep were the two target stocks and their starting values. During the rest of the interaction, the two target stocks were randomly intermixed with non-target stocks with the constraint that target stocks could not be presented consecutively. Symbols that were very similar (i.e., CDU and CTU) were not included in the same interaction. 

Participants tracked the values of the target stocks as they increased and decreased using buttons on the steering wheel. For example, if the participant identified a symbol as a target stock and then decided that its value had increased since the last time she heard that symbol, she pressed the button on the steering wheel labeled ↑. A new symbol and value were presented approximately every three seconds, and approximately six target stocks were presented during each minute of the interaction. At the end of each interaction, signified with another beep, the participant verbally identified the overall trend each of the target stocks followed during the interaction from four choices: hill, valley, upward or downward. This task was developed to provide a controlled demand that is more representative of potential in-vehicle systems than running memory tasks that are often used in dual-task situations (Hancock, Lesch, & Simmons, 2003; Matthews, Sparkes, & Bygrave, 1996).

6.4.1.5 Procedure

Upon arriving at the laboratory, each participant read the informed consent document, was given an opportunity to ask questions about the study, and gave consent. The participant was seated in the simulator and given instructions about how to follow the LV and use the cruise control. Then the participant completed a 10-minute drive that included lane changes and braking events to become acclimated to the simulator. During the drive, the experimenters created the head model for the eye tracker. After the acclimation drive, the participant’s gaze was calibrated to the simulator screen, and the accuracy of the eye tracker model was verified while the participant drove for three minutes. 

Next the participant learned how to perform the IVIS task. The experimenter read instructions describing how the IVIS task was to be performed. Then the participant practiced interacting with the IVIS until s/he was able to perform the task, and the IVIS training concluded with a 5-minute drive that included two practice interactions.

Before each experimental drive began, the eye tracker calibration was verified. The participant was reminded of the driving tasks and if the next drive was an IVIS drive, the IVIS task instructions. After the sixth drive, the participant was debriefed, given the opportunity to ask questions, and compensated for their time. 

6.4.1.6 Dependent variables

Dependent variables were recorded for each driving task and the IVIS task conditions. For the lead vehicle braking events, the dependent variables were accelerator release reaction time and brake reaction time. Accelerator release reaction time is defined as the interval from when the lead vehicle began to brake until the participant removed his foot from the accelerator. Brake reaction time is the interval from when the LV began to brake until the participant depressed the brake pedal at least 9% of the brake pedal range. 

Dependent variables for the bicyclist detection task included driver reaction time, driver sensitivity (d’) to the presence of the bicyclist, and driver response bias ((). Driver reaction time is the time in seconds from the appearance of the bicyclist until the driver pressed the steering wheel button. Sensitivity and response bias are associated with signal detection theory, and the calculation of these variables will be described with the results.

For the eye tracking data, each drive was divided into intervals approximately one minute long and each interval contained only one type of IVIS condition. Mean and standard deviation were calculated for each of the following eye movement variables for each interval: fixation duration, horizontal position, and vertical position; and saccade duration, distance, and speed. In addition, the standard deviations of both horizontal and vertical fixation positions were multiplied as a measure of spatial gaze concentration (Recarte & Nunes, 2000, 2003). 

Finally, two binary variables were defined. The first assessed failure to consolidate fixated information. Each bicyclist event in which the participant made at least one fixation to the right while the bicyclist was visible was coded 1 if drivers reported the bicyclist and 0 if they did not. The second binary variable categorized each failure to respond the bicyclist with respect to fixation position. Each bicyclist event in which the participant failed to respond to the presence of the bicyclist was coded 1 if the participant made at least one fixation to the right and 0 for all others. 

6.4.2 Results

The brake response, bicyclist detection, and eye movement variables were analyzed using repeated-measures ANOVAs. The statistical models used a composite symmetry covariance structure, and subject was specified as the repeated measure. The two independent variables, IVIS condition and IVIS duration, were evaluated in separate models. Post-hoc comparisons were conducted and p values were adjusted for multiple comparisons using the Tukey-Kramer method. Binary dependent variables were analyzed using generalized linear models with a logit link function and a binomial distribution specified. Subject was specified as the repeated measure and the correlation matrix had an independent structure. Statistics for type 3 contrasts were computed using generalized estimating equations. 

6.4.2.1 Brake and accelerator release reaction times

Driver response to the lead vehicle braking events was largely unaffected by the IVIS task. There were no significant differences in brake and accelerator release reaction times for IVIS, non-IVIS, and baseline lead vehicle braking events (see Table 6. 1). Similarly, reaction times were not significantly affected by IVIS task duration.

Table 6. 1.  Omnibus F tests and least squares means of the driving performance variables for IVIS conditions. Means that have a letter in common are not significantly different from one another (=0.05).
	
	Omnibus test
	IVIS condition 

least squares means (SE)

	Dependent Measure 
	F(2,22)
	p value
	IVIS
	non-IVIS
	baseline

	Accelerator reaction time
	1.17
	0.328
	1.16 (0.13)
	1.21 (0.13)
	1.09 (0.13)

	
	
	
	
	
	

	Brake 

reaction time
	.26
	0.776
	1.82 (0.16)
	1.87 (0.16)
	1.84 (0.16)

	
	
	
	
	
	

	Bike 

response time
	12.98
	0.0002
	2.83 (0.08)
	2.56 (0.09)
	2.54 (0.08)

	
	
	
	A
	B
	 B

	Sensitivity (d’)
	6.12
	0.0077
	2.58 (0.13)
	2.70 (0.13)
	3.02 (0.15)

	
	
	
	A
	A
	B

	Response bias (β)
	72.9
	< 0.0001
	16.9 (0.82)
	8.43 (0.82)
	23.1 (1.1)

	
	
	
	A
	B
	C 


6.4.2.2 Bicyclist event detection performance

Inspection of bicyclist detection performance showed that some bicyclist events were very conspicuous whereas others were seemingly undetectable. Bicyclist events with detection rates greater than 95% or less than 5% were excluded from analysis. In addition, despite efforts to prevent such situations, five bicyclist events followed the preceding bicyclist event too quickly for the participant to have adequate time to respond, and these events were also omitted from analysis. Overall, 683 events were omitted across all participants. For the remaining 2314 bicyclist detection events, the following analyses were performed.

The first response made during the “acceptance window,” defined as the time the bicyclist was visible plus an additional 3 seconds, was counted as a “hit.” Any subsequent responses during the acceptance window were discarded. Any response after the acceptance window had expired was classified as a “false alarm.” Since the intervals outside the acceptance windows (M = 21.0 s, SD = 15.0 s) were much longer than the acceptance windows (M = 5.9 s, SD = 0.9 s), resulting in more opportunities for false alarms than for hits, the false alarm rate was adjusted by the ratio of the average acceptance window time to the average non-acceptance window time. Thus, false alarm rate is the number of false alarms recorded multiplied by the average acceptance window size divided by the total non-acceptance window time. The hit rate is the total number of hits over the number of events. If the hit rate was 1, it was replaced with a value slightly less than 1, 1 - (2 × number of events)-1. Similarly, a small positive value, (2 × number of events)-1, was used when the false alarm rate was zero. Stanislaw and Todorov (1999) present formulas for calculating sensitivity and response bias, where F is the false alarm rate, H is the hit rate, and Φ-1 yields z scores for the rates. Driver sensitivity to the bicyclist events was calculated using
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Response bias was calculated using 
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Interaction with the IVIS strongly affected bicyclist event detection performance (see Error! Reference source not found.). When drivers were interacting with the IVIS, they took about 270 ms longer to detect the bicyclist compared to the non-IVIS condition and about 290 ms longer compared to the baseline condition. The reaction times for the non-IVIS and baseline conditions were not significantly different from one another. 

Driver sensitivity and response bias were calculated for each baseline drive and for the IVIS and non-IVIS portions of each IVIS drive. Perfect detection of the bicyclist with no false alarms would result in a d’ value of approximately 4.4 while detecting half of the bicyclist appearances with no false alarms would result in a d’ of 2.2. As shown in Error! Reference source not found., the IVIS condition affected driver sensitivity. Drivers were more sensitive to the bicyclist during the baseline drives relative to the IVIS and non-IVIS portions of the IVIS drives. This contrasts with the effect on the reaction time, which was significantly higher only when drivers were interacting with the IVIS.

Response bias was highly sensitive to IVIS condition. All two-way comparisons of IVIS conditions differed significantly (all adjusted ps ≤ 0.001). Drivers were most conservative during the baseline and least conservative during the non-IVIS condition. Interestingly, the IVIS condition rather than the non-IVIS condition was the intermediate. Compared to the baseline, drivers were more likely to report seeing the bicyclist but were less sensitive to his appearance during the non-IVIS portions of the IVIS drive. 

The reaction time to respond to the bicyclist was sensitive to duration of IVIS task, F(3,33) = 4.38, p = 0.011. Post-hoc comparisons show that the reaction times during the second, third, and fourth minutes of the IVIS interactions were, respectively, 310 ms (t(33) = 3.0, adjusted p = 0.028), 330 ms (t(33) = 2.7, adjusted p = 0.048), and 360 ms (not significant) longer than the 2.64 s required to respond to the bicyclist during the first minute. (Because there were fewer observations as the duration of the interactions increased, standard error increased with duration.) Sensitivity and response bias could not be calculated for IVIS duration because the moderately conservative response bias during the IVIS interactions led to only 13 false alarms.

6.4.2.3 Eye movements

The eye tracking system generated a series of coordinates that specify the location of the drivers’ gaze over time. These were translated into fixations, saccades, and smooth pursuit eye movements (see Liang, Reyes, & Lee (2007) for details of eye movement classification), but pursuit movements were not considered in these analyses. Eye data from three participants were excluded from analysis because of poor tracking quality.

Fixations within five degrees either direction of the modal horizontal fixation position were classified as center fixations. This boundary was selected to create an area of interest around the lead vehicle (see Error! Reference source not found.). Fixations that were five degrees of visual angle or more to the right of the mode horizontal fixation position were classified as fixations to the right side of the driving scene where the bicyclist appeared. 

To assess the degree to which a failure to consolidate fixated information contributed to detection performance, the probability of detecting the bicyclist given that the right side of the scene was fixated was compared for the IVIS conditions. This variable was sensitive to IVIS condition, χ2(2) = 7.14, p = 0.028. The probability of drivers detecting the bicyclist given that they had fixated the right side of the driving scene was 0.69 when they were interacting with the IVIS. This was significantly lower than both non-IVIS (probability = 0.79, χ2(1) = 13.42, p = 0.0002) and baseline (probability = 0.77, χ2(1) = 8.60, p = 0.0034), which were not significantly different. These results show that interaction with the IVIS impaired the drivers’ ability to detect the bicyclist even when they looked at the right side of the scene. This variable was insensitive to duration of the IVIS interaction, χ2(3) = 2.65, p = 0.45; therefore, the impairment associated with looking to the right but not seeing the cyclist appears to be immediate and does not accumulate as the task progresses over time. 

Overall, drivers missed 558 bicyclist appearances. Nearly half of these misses (270) occurred even though drivers looked to the right side of the driving scene while the bicyclist was visible. The remaining misses occurred when drivers failed to look towards the right side of the driving scene while the bicyclist was visible. The IVIS conditions did not have a significant effect on the proportion of missed events associated with looks to the right, χ2(2) = 0.2, p = 0.91.

Average duration and variability of duration of all fixations were only marginally affected by the IVIS conditions (see Error! Reference source not found.). However, these dependent variables were significantly affected when the fixations were grouped by location. Fixations to the center of the driving scene were significantly shorter during the IVIS interactions compared to those during baseline. The duration of central fixations were also less variable during IVIS compared to both non-IVIS and baseline. Fixations to the right side of the driving scene were longer during the baseline compared to both IVIS and non-IVIS conditions. The duration of fixations on the right was more variable for baseline than for IVIS conditions.

Average horizontal fixation position shifted to the right slightly (by about 0.4 degrees) during the baseline condition compared to the IVIS condition. Surprisingly, variability of horizontal fixation position was greater during IVIS than during baseline, though this difference was very small (less than 0.3 degrees). Probability density plots of horizontal fixation position for each IVIS condition were created for each participant. Inspection of the plots revealed that the distributions of horizontal fixations were very individualized, but a general pattern emerged in which the peak of the IVIS distribution was taller than the peaks for the non-IVIS and baseline conditions. This observation signified a greater concentration of fixations in the center of the driving scene. Kurtosis is the fourth moment of the distribution about the mean and measures the “peakedness” of a distribution. Higher values of kurtosis indicate that the variance depends on a few relatively extreme values. Kurtosis was calculated for the horizontal fixation position over each one-minute period and was found to be sensitive to IVIS condition, F(2,16) = 37.52, p < 0.0001. Kurtosis was greatest during the IVIS interactions (4.21), least for baseline (0.945), and the non-IVIS condition was intermediate (2.56). All three conditions were different from one another (largest adjusted p value = 0.0052).

Vertical fixation position followed a similar pattern. The mean shifted upward about 1.4 degrees during the baseline condition compared to both the IVIS and non-IVIS conditions. Variability of vertical position was also significantly different for all three IVIS conditions with vertical position being most variable during IVIS interactions and least variable during baseline. Spatial gaze concentration was also highly sensitive to IVIS task. However, concentration was seen during the baseline condition rather than during the IVIS interactions. Contrary to the effects of IVIS interaction on kurtosis for the horizontal distribution of fixations, IVIS interaction did not have a strong effect of the kurtosis of vertical fixation position, F(2,16)=1.53, p = 0.25.
All six saccadic dependent variables were sensitive to IVIS condition (see Table 6. 2). In addition, all post hoc comparisons of the three IVIS conditions were significant for five of the six variables, the exception being saccade duration variability. Saccade duration was longest during the IVIS intervals and shortest during the baseline. Saccade duration was less variable during baseline compared to both the IVIS and non-IVIS conditions. Saccade speeds were fastest and most variable during IVIS and slowest and least variable during baseline. Saccades covered greater distances that were more variable during IVIS interaction and shorter, less variable distances during baseline. Overall the saccadic variables were very sensitive and were highly differentiated between the three IVIS conditions.

Table 6. 2.  Omnibus F tests and least squares means of the eye movement variables for IVIS conditions. Means that have a letter in common are not significantly different from one another (=0.05). Deg = degrees of visual angle.
	
	
	
	Omnibus test
	IVIS condition 

least squares means (SE)

	Dependent Measure 
	Units
	 
	F(2,16)
	p value
	IVIS
	non-IVIS
	baseline

	Fixation duration
	s
	mean
	2.9
	0.08
	0.284 (0.02)
	0.289 (0.02)
	0.297 (0.02)

	
	
	
	
	
	
	
	

	
	
	sd
	3.2
	0.068
	0.201 (0.02)
	0.216 (0.02)
	0.214(0.02)

	
	
	
	
	
	
	
	

	Center fixation duration
	s
	mean
	4.5
	0.028
	0.301 (0.02)
	0.312 (0.02)
	0.320 (0.02)

	
	
	
	
	
	A
	A,B
	B

	
	
	sd
	5.8
	0.013
	0.213 (0.02)
	0.235 (0.02)
	0.234 (0.02)

	
	
	
	
	
	A
	B
	B

	Right fixation duration
	s
	mean
	19.5
	< 0.0001
	0.226 (0.008)
	0.231 (0.009)
	0.247 (0.008)

	
	
	
	
	
	A
	A
	B

	
	
	sd
	17.1
	0.0001
	0.120 (0.005)
	0.129 (0.006)
	0.138 (0.005)

	
	
	
	
	
	A
	A,B
	B

	Horizontal fixation position
	deg
	mean
	4.0
	0.038
	10.64 (0.18)
	11.00 (0.16)
	11.05 (0.19)

	
	
	
	
	
	A
	A,B
	B

	
	
	sd
	4.9
	0.022
	4.89 (0.28)
	4.85 (0.29)
	4.62 (0.28)

	
	
	
	
	
	A
	A,B
	B

	Vertical fixation position
	deg
	mean
	24.1
	< 0.0001
	5.72 (2.4)
	5.72 (2.4)
	7.09 (2.4)

	
	
	
	
	
	A
	A
	B

	
	
	sd
	97.8
	< 0.0001
	5.32 (0.51)
	4.49 (0.52)
	2.97 (0.51)

	
	
	
	
	
	A
	B
	C

	Gaze concentration
	deg2
	 
	69.0
	< 0.0001
	29.3 (3.7)
	23.0 (3.8)
	14.1 (3.7)

	
	
	
	
	
	A
	B
	C

	Saccade duration
	s
	mean
	60.0
	< 0.0001
	0.102 (0.002)
	0.098 (0.002)
	0.093 (0.002)

	
	
	
	
	
	A
	B
	C

	
	
	sd
	52.1
	< 0.0001
	0.053 (0.004)
	0.049 (0.004)
	0.036 (0.004)

	
	
	
	
	
	A
	A
	B

	Saccade speed
	deg/s
	mean
	64.1
	< 0.0001
	77.6 (4.1)
	70.9 (4.1)
	67.2 (4.1)

	
	
	
	
	
	A
	B
	C

	
	
	sd
	103.9
	< 0.0001
	58.7 (3.7)
	51.5 (3.7)
	45.4 (3.7)

	
	
	
	
	
	A
	B
	C

	Saccade distance
	deg
	mean
	132.8
	< 0.0001
	8.38 (0.52)
	6.91 (0.53)
	6.16 (0.53)

	
	
	
	
	
	A
	B
	C

	
	
	sd
	175.8
	< 0.0001
	8.14 (0.62)
	5.98 (0.64)
	4.56 (0.63)

	
	
	
	
	
	A
	B
	C


None of the eye movement variables were sensitive to length of IVIS interaction. That is, eye movements during the first minute of the IVIS interaction were not different from those in the second, third, or fourth minutes. The same analysis was completed with the IVIS interactions divided into 30-second segments. For all eye movement variables, the first 30 seconds of IVIS interaction were not found to be significantly different from any other segment. These results suggest that the changes in eye movements associated with IVIS interaction occurred with the onset of the task and did not cumulate over time. 

Although the initiation of the IVIS task rapidly affected eye movements, the results suggest that many of the variables did not return to their pre-IVIS pattern as quickly. As shown in Error! Reference source not found., some changes in eye movements during IVIS interaction carried over to the non-IVIS periods following the completion of the IVIS interactions; the IVIS means were significantly different than the baseline means, and the non-IVIS means were intermediate.

To examine how drivers “recovered” from the IVIS interaction and then transitioned into the next IVIS interaction, the eye movements were summarized for each of these periods: the last 30 seconds of the IVIS interaction, the first 30 seconds of the 1-minute non-IVIS period, the last 30 seconds of the non-IVIS period, and the first 30 seconds of the next IVIS interaction. A repeated-measures ANOVA examined both transition period, duration of the IVIS interaction preceding the transition, and interaction of these two factors. Duration of the IVIS interaction significantly affected only the mean horizontal fixation position, F(3,24) = 3.25, p = 0.040, with horizontal position shifted to the right about 1 degree of visual angle if the previous IVIS interaction was 4 minutes long compared to 3 minutes, t(24) = -3.12, adjusted p = 0.023. No dependent variables were sensitive to an interaction of transition period and duration of the preceding IVIS. The omnibus F-test and the post hoc comparisons for transition period are shown in Table 6. 3. 

Table 6. 3.  Omnibus F tests and least squares means of the eye movement variables for IVIS transition periods. Means that have a letter in common are not significantly different from one another (=0.05). Deg = degrees of visual angle.
	
	
	
	Omnibus test
	IVIS condition 

least squares means (SE)

	Dependent Measure 
	Units
	 
	F(3,24)
	p value
	last 30 sec IVIS
	first 30 sec non-IVIS
	last 30 sec 

non-IVIS
	first 30 sec IVIS

	Fixation duration
	s
	mean
	4.62
	0.011
	0.290 (0.02)
	0.266 (0.02)
	0.290 (0.02)
	0.275 (0.02)

	
	
	
	
	
	A
	B
	A
	A,B

	
	
	sd
	2.87
	0.057
	0.209 (0.02)
	0.189 (0.02)
	0.210 (0.02)
	0.193 (0.02)

	
	
	
	
	
	
	
	
	

	Center fixation duration
	s
	mean
	4.83
	0.009
	0.309 (0.02)
	0.283 (0.02)
	0.310 (0.02)
	0.289 (0.02)

	
	
	
	
	
	A
	B
	A
	A,B

	
	
	sd
	3.47
	0.032
	0.222 (0.02)
	0.201 (0.02)
	0.225 (0.02)
	0.202 (0.02)

	
	
	
	
	
	
	
	
	

	Right fixation duration
	s
	mean
	2.08
	0.129
	0.225 (0.008)
	0.220 (0.008)
	0.233 (0.008)
	0.217 (0.009)

	
	
	
	
	
	
	
	
	

	
	
	sd
	1.24
	0.316
	0.115 (0.006)
	0.123 (0.006)
	0.126 (0.006)
	0.119 (0.007)

	
	
	
	
	
	
	
	
	

	Horizontal fixation position
	deg
	mean
	1.54
	0.230
	10.6 (0.77)
	11.2 (0.77)
	11.1 (0.77)
	10.7 (0.78)

	
	
	
	
	
	
	
	
	

	
	
	sd
	2.19
	0.115
	4.68 (0.38)
	5.01 (0.38)
	4.63 (0.38)
	5.04 (0.39)

	
	
	
	
	
	
	
	
	

	Vertical fixation position
	deg
	mean
	2.63
	0.073
	5.68 (2.7)
	5.28 (2.7)
	6.27 (2.7)
	5.48 (2.7)

	
	
	
	
	
	
	
	
	

	
	
	sd
	11.8
	<0.0001
	5.18 (0.61)
	4.64 (0.61)
	3.79 (0.61)
	5.67 (0.62)

	
	
	
	
	
	A,B
	A,C
	C
	B

	Gaze concentration
	deg2
	 
	9.98
	0.0002
	28.1 (4.7)
	25.3 (4.7)
	18.6 (4.7)
	33.6 (4.8)

	
	
	
	
	
	A,B
	A,C
	C
	B

	Saccade duration
	s
	mean
	6.43
	0.002
	0.104 (0.003)
	0.101 (0.003)
	0.097 (0.003)
	0.104 (0.003)

	
	
	
	
	
	A
	A,B
	B
	A

	
	
	sd
	5.78
	0.004
	0.054 (0.006)
	0.054 (0.006)
	0.043 (0.006)
	0.057 (0.006)

	
	
	
	
	
	A
	A
	B
	A

	Saccade speed
	deg/s
	mean
	10.8
	0.0001
	78.1 (4.8)
	71.3 (4.8)
	69.1 (4.8)
	75.5 (4.8)

	
	
	
	
	
	A
	B,C
	B
	A,C

	
	
	sd
	13.1
	<0.0001
	57.6 (4.5)
	51.4 (4.5)
	48.3 (4.5)
	57.7 (4.5)

	
	
	
	
	
	A
	B
	B
	A

	Saccade distance
	deg
	mean
	25.6
	<0.0001
	8.56 (0.62)
	7.07 (0.62)
	6.60 (0.62)
	8.25 (0.63)

	
	
	
	
	
	A
	B
	B
	A

	
	
	sd
	32.9
	<0.0001
	7.96 (0.76)
	6.30 (0.76)
	5.16 (0.76)
	8.27 (0.77)

	
	
	
	
	
	A
	B
	C
	A


The pattern of results for fixation duration in the center of the driving scene shows that the effect of transitioning to the non-IVIS period was short-lived. Drivers made shorter fixations to the center of the driving scene during the first 30 seconds of the non-IVIS period than during the end of the IVIS interaction; however, fixation duration returned to the end-of-IVIS level by the second half of the non-IVIS period. Mean and variability of both saccade speed and distance decreased significantly during the transition from the IVIS interaction to the non-IVIS period and this change was maintained throughout the non-IVIS period. Variability of vertical fixation position, gaze concentration, and mean and variability of saccade duration reflected a more gradual recovery from the demands of the IVIS interaction, with the beginning of the non-IVIS period being statistically similar to both the end of the IVIS period and the second half of the non-IVIS period. Finally, the results of this analysis confirm the rapid change of eye movement patterns with the onset of the IVIS task. All dependent variables that were affected by the IVIS transition with the exception of center fixation duration changed significantly between the second half of the non-IVIS period and the first 30 seconds of the IVIS interaction.

6.4.2.4 Factor Analysis

The ANOVA results show that cognitive load does not influence the various measures of scanning behavior in a uniform manner. A factor analysis was used to assess how cognitive load influenced the various dependent variables in order to identify common dimensions underlying the eye movement measures. Prior communalities were estimated using the squared multiple correlation approach, and the factors were rotated orthogonally using the varimax method. Three factors were found to account for 84% of the variation in the eye movement data. 

Factor 1—saccade magnitude—accounted for 57% of the variation. Saccade speed and distance variables had the highest loadings (see Figure 6. 3), followed by variables associated with fixation position variability. This factor was sensitive to IVIS condition (see ), F(2,16) = 73.6, p < 0.0001, and post hoc comparisons revealed that the IVIS task was significantly different from both the non-IVIS, t(16) = 7.56, adjusted p < 0.0001, and baseline conditions, t(16) = 11.7, adjusted p < 0.0001. The difference between the non-IVIS and baseline conditions failed to reach statistical significance, t(16) = 2.46, adjusted p = 0.063. As a result, Factor 1 seems to reflect the concurrent changes in eye movements that are a consequence of cognitive load.

Factor 2—saccade duration—accounted for approximately 15% of the variation. The saccade duration measures had the highest positive loadings (see Figure 6. 3.  Rotated factor loadings from a factor analysis that included all eye movement dependent variables.

). Factor 2 was sensitive to IVIS condition, F(2,16) = 46.5, p < 0.0001. Post hoc comparisons showed all three IVIS conditions to be significantly different from one another (see Figure 6. 4). Specifically, the baseline condition was shown to be quite different from both the IVIS, t(16) = 9.59, adjusted p < 0.0001, and non-IVIS, t(16) = 5.31, adjusted p = 0.0002, conditions, whereas the difference between the IVIS and non-IVIS conditions was smaller, t(16) = 2.79, adjusted p < 0.033. These results suggest that Factor 2 is sensitive to the effects of cognitive distraction that persist after the IVIS interactions have ended. This contrasts with Factor 1, which lacks sensitivity to carryover effects during the non-IVIS condition.
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Figure 6. 3.  Rotated factor loadings from a factor analysis that included all eye movement dependent variables.
Finally, Factor 3—central fixation duration—accounted for 12% of the variation. Fixation duration and fixation duration variability in the center of the driving scene had very high loadings for this factor. This factor was not sensitive to IVIS condition, F(2,16) = 1.36, p = 0.285, and these results suggest that a subset of eye movement measures are unaffected by cognitive load. 

IVIS task duration did not have a significant effect on any of the factors. Overall, these three factors appear to reflect the immediate (Factor 1) and persistent (Factor 2) effects of cognitive distraction on eye movements, as well as the constant visual demand inherent in driving (Factor 3). 
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Figure 6. 4.  Factor scores for each IVIS condition.
6.4.3 Discussion

Contrary to our hypothesis, driver response to the LV braking events was surprisingly uniform across IVIS conditions. Previous research has demonstrated consistently slower reactions to a braking lead vehicle when drivers perform cognitively demanding tasks (Horrey & Wickens, 2006; Lamble, Kauranen, Laakso, & Summala, 1999; Lee, Caven, Haake, & Brown, 2001). One likely explanation is that the drivers in this study were always cognitively loaded because when they were not performing the IVIS task they were concentrating on the bicyclist detection task. The demands of bicyclist detection seem similar to the effects of scene complexity that led to longer reaction times to braking lead vehicles in a previous study (Lee et al., 2001). A second explanation is that the lane change that preceded each LV braking event acted as a cue to drivers. However, the lane changes that were not followed by LV braking were examined, and we found that drivers rarely released the accelerator pedal in response to the lane change.

The strong effect of IVIS condition on bicyclist detection performance demonstrates the diminished sensitivity to events in the periphery. In particular, reaction times were about 230 ms longer, and this effect on the reaction times increased after the first minute of the interaction and then remained relatively constant during the second, third, and fourth minutes of the interaction. On average, driver sensitivity to the bicyclist fell by 15% during IVIS interactions relative to the baseline condition. Interestingly, a similar decrease in sensitivity occurred during the non-IVIS periods between IVIS interactions. The effect of the IVIS interaction on event detection performance is consistent with previous studies (Horrey & Wickens, 2006). However, the persistent effect of the IVIS interactions after they have ended is a novel finding that is consistent with the goal activation model (Altmann & Trafton, 2002) and suggests that old goals, such as those associated with IVIS interaction, can interfere with new goals, such as those associated with scanning the driving environment. 

One explanation for the influence of the IVIS task on bicyclist detection is that drivers may have considered the detection task as optional and readily shed it as the load increased. Further research should explore the extent to which the decline observed in this study reflects an artifact of the simulator environment or whether it reflects the tendency for drivers to shed safety-critical detection tasks on the road. Eye movements and event detection performance in other studies suggest that safety-critical event detection does tend to decline as cognitive load increases in a similar manner to what was observed in this study (Greenberg et al., 2003; Recarte & Nunes, 2003).

Both the ANOVA and factor analyses of the eye movements show that many different variables were affected by the IVIS task but none were sensitive to the duration of the IVIS task. Changes in eye movements with IVIS task onset were immediate rather than cumulative, and some of these changes persisted even after drivers completed the IVIS interactions. Further, some of the variables “recovered” from the effects of the IVIS task very quickly while others “recovered” more slowly. 
Evidence from this experiment regarding the mechanisms underlying the diminished event detection performance is mixed. Previous studies have suggested that cognitive load undermines event detection through increased gaze concentration. In this study, a common measure of gaze concentration (the product of the standard deviation of vertical and horizontal fixation positions) increased with cognitive load rather than decreased as it did in other studies (Recarte & Nunes, 2003). However, the detection task employed in this study was different from other paradigms; the targets were located on only one side rather than centered on the driver’s line of sight and immersed in the driving scene rather than located inside or on the vehicle. Nevertheless, the findings of this study suggest that a single, simple measure may not accurately link eye movements to driver distraction. Consistent with a tendency for cognitive load to increase gaze concentration, drivers had far greater kurtosis in the fixation distribution when they were performing the IVIS task. These findings correspond with Recarte and Nunes’ suggestion that gaze concentration reflects a strategic allocation of visual attention that undermines event detection.

Evidence of consolidation failure was also seen. When drivers were interacting with the IVIS, they were less likely to respond to the bicyclist even if they looked at the right side of the driving scene when the bicyclist was present. Response to the bicyclist given that the driver looked to the right improved during both non-IVIS and baseline conditions. In addition, response given a look to the right was unaffected by IVIS task duration, suggesting that consolidation failure depends on direct competition for processing resources rather than goal interference. 
Overall, these results suggest that two separate mechanisms may underlie the effects of cognitive distraction. One involves a general interference that undermines the consolidation of fixated information and is associated with resource competition (Wickens, 1984, 2002) or a response bottleneck (Pashler, 1998). Drivers sometimes look but do not see events when cognitively loaded. This mechanism seemed to be active primarily during the IVIS interaction. A second mechanism involves goal interference in which competing goals result in strategic shifts of attention (Altmann & Trafton, 2002). The carryover seen in the eye movements and the decreased sensitivity to the bicyclist during the non-IVIS periods may reflect the cost of switching to a new goal. Goal interference and the associated strategic shifts of attention also seem to correspond to strategic management of attention associated with the gaze concentration results of Recarte and Nunes (2003). 
The finding that bicyclist detection performance was affected by IVIS interaction while driver response to a braking lead vehicle was not indicates that brake reaction time is not a definitive measure of driver distraction. These results are consistent with the multi-dimensional description of driver distraction that others have identified (Young & Angell, 2003). While response to a braking lead vehicle may indeed give insight into driver state, it alone is not a sufficient indicator of the full extent to which cognitive load can interfere with driving. 

Although this study provides some interesting insights into how cognitive load might influence driver performance, these insights must be considered in light of the study’s limitations. This study suffered from the obvious restrictions associated with extrapolating results from simulator driving to driving on the road. In particular, this study simplified and distorted the driving task. The requirement to detect the bicyclist placed an explicit requirement on drivers that is only implicit in normal driving. This explicit requirement may have distorted the scanning behavior and may be one reason why the gaze concentration effects seen in this study do not match those seen in other studies. 

Another limit of this study concerns the IVIS task. The cognitive demands the IVIS task posed in this study are certainly not representative of the full range of demands in-vehicle devices can pose, and the effects of these various demands is not known. This study suggests that task duration may be a useful dimension to consider in describing the demands of these systems. An important difference between the IVIS task in this study and those tasks that drivers might actually perform is that this task held little intrinsic interest for the drivers. Tasks of great interest or those with great financial or emotional consequences might pose a much greater distraction than those used in this study. For example, had drivers been day traders who had large investments in the stocks that they were monitoring, the effects on event detection might have been greater. 

6.4.4 Conclusions

These results have implications for IVIS design, evaluation, and development of real-time estimates of driver distraction. Regarding IVIS design, these results show that, at least for some tasks, longer interactions can lead to greater degrees of distraction. In addition, some tasks, such as the relatively engaging one used in this experiment, can have a persistent effect on drivers and undermine their performance even after they have completed the IVIS interaction. System design should consider the effects of task duration and the persistence of these effects after drivers have completed an interaction.

Regarding evaluation, this study demonstrates that cognitive distraction can undermine driving safety in several ways and focusing on a single element of driving performance may underestimate its effect. This result is particularly important given the finding that at least some of these effects persist beyond the end of the interaction. As measured by response to a braking lead vehicle, the results suggest IVIS interactions have little effect on the driver; however, bicyclist detection performance portrays a very different situation. System evaluation should consider multiple measures of distraction and consider the effects of a potentially distracting interaction beyond the duration of the interaction. 

Real-time assessment of driver state represents a promising way to mitigate driver distraction (Donmez, Boyle, & Lee, 2006). If eye movements and other variables can be used to identify driver distraction, this information can be used to adapt the IVIS and driver support systems, such as collision warnings. This study shows that simple measures such as gaze concentration may not precisely reflect driver distraction. Both goal activation and resource competition influence distraction and these are reflected in different sets of eye movement variables. Further research is needed to confirm these results and assess the degree to which different IVIS interactions contribute to distraction associated with resource competition and activation of competing goals.

6.5 Dynamic programming algorithm to manage IVIS demands

Recent technological advances have made possible a wide variety of information systems for cars and trucks.  New sensor capabilities, global positioning systems, the Internet, and wireless communication constitute four particularly important technologies capable of dramatically altering driving.  These technologies make it possible for in-vehicle information systems (IVIS) to provide drivers with an array of information, such as cell phone calls, MP3 music catalogs, e-mail, route guidance, vehicle status, and collision warnings (Lee, Kantowitz, Hulse, & Dingus, 1994; Lee & Kantowitz, 2005; Walker, Stanton, & Young, 2001).  The number and diversity of these systems presents drivers with the challenge of detecting and responding to a large number of messages and alerts.  This wealth of information requires that drivers decide when to attend to various IVIS messages and roadway events (Mitrovic, 2005).  If IVIS functions are implemented without concern for how they may interact, the combination may burden drivers with the challenge of attending to a confusing array of messages. Failing to properly distribute attention to these competing demands could jeopardize safety.

In complex dynamic tasks, such as operating a vehicle, operators must frequently perform several subtasks that serve different task goals.  Cnossen (Cnossen, Meijman, & Rothengatter, 2004) specifically examined whether drivers give less priority to tasks external to driving than they do to tasks that serve driving more directly.  The results showed that drivers tended to shed non-driving secondary tasks as roadway demands increase, but continued to attend to a driving-related secondary task, interacting with a navigation system, even when their driving performance degraded.  Drivers do not always manage tasks effectively; such task management, however, is a critical contributor to performance in complex, dynamic, multi-task situations (Bainbridge, 1997).  
People are limited in their ability to manage their attention when faced with complex sequences of tasks.  Tulga and Sheridan (Tulga & Sheridan, 1980) studied the workload of operators in multitask supervisory control settings and found that increasing the number of tasks degrades performance because when tasks overload capacity to respond people tend to respond to immediate task demands and neglect the future demands.  A study comparing the workload management of experienced and novice pilots showed that experienced pilots shed less important tasks to attend to critical tasks more effectively than novice pilots, but that both groups did not always manage their workload effectively (Raby & Wickens, 1994). 
Multiple information systems might have a similar effect, generating an array of competing messages that drivers, particularly younger drivers, may not be able to attend to appropriately (Lee, 2007).  One study investigated the effect of multiple in-vehicle information systems on drivers’ ability to control the vehicle.  The study showed that interaction with multiple in-vehicle systems were significantly more detrimental to driving than interactions with single in-vehicle systems (T. Lansdown, Brook-Carter, & Kersloot, 2004).  Another study considered how interaction modality might moderate the potential information overload associated with multiple in-vehicle information systems.  When confronted with visual, auditory, and visual and auditory secondary tasks driving performance declined to a similar degree (T. C. Lansdown, Brook-Carter, & Kersloot, 2002).  These results suggest that simply shifting the modality by which the information is presented will not avoid overload and that messages need to be managed (John A. Michon, 1993).
Prioritizing messages might help avoid overloading the driver with IVIS messages.  Early efforts to establish message priority included subjective rank-ordering of message urgency by drivers (Damouth & Green, 1997) and priority assignment based on expert judgment (Ni, Nwagboso, & Zhang, 2000).  A more adaptive system that incorporates the current driving situation into the priority value has also been proposed (Ni et al., 2000; Zhang & Nwagboso, 2001).  These methods, while viable means of defining message priority, suggest a “highest-priority first” algorithm be used to determine what message to display.  Remaining messages are then queued according to descending priority.  This approach, however, can lead to the display of obsolete messages, or to the inability to display a message because it is repeatedly superseded by newer, higher priority messages.  Also, a priority-scheduling method does not account for equally prioritized messages, whereby messages will compete to be displayed whenever they are scheduled in close temporal proximity.  Most importantly, a currently available low-priority message could inappropriately delay the display of a high-priority message if the high-priority message was triggered slightly later than the low-priority message.  Presenting messages only according to priority and failing to consider the value of future messages could undermine the safety benefit of IVIS.
Recently, the Society of Automotive Engineers (SAE) and International Organization for Standardization (ISO) established in-vehicle message priority standards (ISO/TS, 2004; SAE, 2002),  These two standards both use safety relevance and time urgency to determine message priority.  However, the number of criteria, the number of levels, the basic method, and the priority index differ.  In this research, we focus on the SAE method, since it has proved to be more successful compared to the ISO method.  

As shown in Table 6. 1, SAE uses three criteria (safety relevance, operational relevance, and time urgency) to define the Priority Order Index (POI).  A panel of transportation experts defined the POI associated with each combination of levels.  Table 6. 5 shows examples of in-vehicle messages and their POI value for all combinations of these criteria. SAE J2395 contains more detail (SAE, 2002).  

Table 6. 4.  Prioritization criteria in SAE J2395.
	Criteria
	Levels
	Examples

	Safety

Relevance
	Directly
	A message relaying an imminent collision notification.

	
	Indirectly/Somewhat
	A suggested navigation route that reduces travel time/distance.

	
	Not
	An incoming call indicator on a cellular phone.

	Operational 

Relevance 

 
	Highly
	Notification of an engine temperature warning.

	
	Moderately
	The distance to the destination on a navigation system.

	
	Little or No
	The stereo indicator on an entertainment system.

	Time

Urgency

 

 
	Emergency: 0-3 s
	Brake immediately

	
	Immediate: 3-10 s
	Road work area within 5 seconds.

	
	Near Term: 10-20 s
	Obstacle within 15 seconds in the vehicle path.

	
	Preparatory:20-120 s
	Prepare to take action to the information within 60 seconds.

	
	Discretionary: > 120 s
	No direct action or decision required by driver.


Table 6. 5.  Example application of POI from SAE J2395.
	Safety
	Operation
	Time
	Example Message
	Priority Order Index

	Directly
	Highly
	Emergency 0-3 s
	Collision imminent
	1

	Directly
	Highly
	Immediate 3-10 s
	Object in roadway
	2

	Directly
	Moderate
	Emergency 0-3 s
	Lane ends 500 feet
	3

	Directly
	Moderate
	Immediate 3-10 s
	Hood ajar
	4

	Directly
	Little/No
	Emergency 0-3 s
	Driver fatigue detected
	5

	Directly
	Highly
	Near Term 10-20 s
	Tire pressure falling
	6

	Directly
	Moderate
	Near Term 10-20 s
	Lane ends ½ mile
	7

	Somewhat
	Highly
	Emergency 0-3 s
	Vehicle in blind spot, avoid lane change
	8

	Directly
	Little/No
	Immediate 3-10 s
	Passenger door ajar
	9

	Directly
	Highly
	Preparatory 20-120 s
	Accident ahead
	10

	Somewhat
	Highly
	Immediate 3-10 s
	Enter street address number
	11

	Directly
	Little/No
	Near Term 10-20 s
	Approaching school zone
	12

	Directly
	Moderate
	Prepartory 20-120 s
	Narrow bridge ahead, slow down
	13

	Somewhat
	Moderate
	Emergency 0-3 s
	Incoming phone call
	14

	Somewhat
	Moderate
	Immediate 3-10 s
	Call waiting
	15

	Directly
	Highly
	Discretionary > 120 s
	ESC disabled
	16

	Somewhat
	Highly
	Near Term 10-20 s
	Ambulance approaching
	17

	Directly
	Moderate
	Discretionary > 120 s
	Road may be icy
	18

	Somewhat
	Little/No
	Emergency 0-3 s
	Testing emergency broadcast signal
	19

	Directly
	Little/No
	Preparatory 20-120 s
	Fasten seat belt
	20

	Somewhat
	Moderate
	Near Term 10-20 s
	Activate fog lamps
	21

	Directly
	Little/No
	Discretionary > 120 s
	Passenger air bag disengaged
	22

	Not
	Highly
	Emergency 0-3 s
	Stay back 50 ft from snowplow
	23

	Somewhat
	Little/No
	Immediate 3-10 s
	Watch for deer next 1 mile
	24

	Not
	Highly
	Immediate 3-10 s
	Pay toll, 500 ft
	25

	Somewhat 
	Highly
	Preparatory 20-120 s
	Dense fog ahead 
	26

	Somewhat
	Little/No
	Near Term 10-20 s
	Approaching drunk driver checkpoint
	27

	Somewhat
	Highly
	Discretionary > 120 s
	Rear defrost on
	28

	Somewhat
	Moderate
	Preparatory 20-120 s
	Recalculating navigation route
	29

	Not
	Moderate
	Emergency 0-3 s
	CD error
	30

	Not
	Highly
	Near Term 10-20 s
	Exit freeway next right
	31

	Not
	Moderate
	Immediate 3-10 s
	Cruise activated
	32

	Somewhat
	Moderate
	Discretionary > 120 s
	Headlamp out
	33

	Somewhat
	Little/No
	Preparatory 20-120 s
	Tune to 1590 AM for traffic information
	34

	Not
	Moderate
	Near Term 10-20 s
	Left lane closed, 1 mile
	35

	Somewhat
	Little/No
	Discretionary > 120 s
	1 missed call – John Doe
	36

	Not
	Little/No
	Emergency 0-3 s
	Be caller 4 and win free movie tickets
	37

	Not
	Highly
	Preparatory 20-120 s
	High engine temperature
	38

	Not
	Highly
	Discretionary >120 s
	Low oil pressure
	39

	Not
	Moderate
	Preparatory 20-120 s
	Toll ahead, $1
	40

	Not
	Little/No
	Immediate 3-10 s
	Incoming text message
	41

	Not
	Moderate
	Discretionary > 120 s
	Rest area, 5 miles
	42

	Not
	Little/No
	Near Term 10-20 s
	Load CD
	43

	Not
	Little/No
	Preparatory 20-120 s
	Car wash next right
	44

	Not
	Little/No
	Discretionary > 120 s
	Low wiper fluid
	45


While the SAE standard improves upon previous approaches by establishing a systematic method to define priority, it still resorts to a “highest-priority first” (lowest POI) algorithm, neglecting the time course of message value and message conflict.  As with the early prioritization methods, the POI approach neglects the dynamic nature of driving—the POI for each message is computed irrespective of the time course of messages.  For example, when the display becomes available, the message having the smallest POI (i.e., highest priority) at that instant is chosen, without considering the effect of postponing competing messages.  It also does not consider the effect of displaying a message on the display of future messages.  Messages scheduling should consider temporal considerations that go beyond message priority because the delays that could otherwise develop could undermine safety (Ross & Brade, 1995).  Including temporal dynamics in the ordering and timing of messages requires an approach that includes the value of messages over time.  Researchers have begun to confront this challenge.  One approach used a branch and bound algorithm that searches for a set of tasks that will meet their deadlines.  This approach considers the cost of missing deadlines and delaying high-priority tasks (Richard et al., 2001).  We solve the more general problem of identifying the best time to present a message based on the time dependent value of message presentation using a recursive dynamic programming (DP) technique.
DP is an optimization procedure that is particularly applicable to problems requiring a series of time-dependent interrelated decisions, such as sequencing and scheduling.  DP was first developed by Bellman in 1957.  Held and Karp (Held & Karp, 1962) then applied dynamic programming ideas to sequencing problems.  There have been many applications of DP to sequencing and scheduling (Lawler, 1964; White, 1969).  However, there has been no attempt to implement the DP technique to schedule the presentation of IVIS messages.    

In Section II of this paper we present a DP model of the message presentation problem.  An example is used to illustrate the computational method in Section III.  In Section IV, another example is described to compare the performance of the DP algorithm to that of the SAE approach.  Section V presents conclusions, followed by a discussion of the unresolved issues that merit further research in Section VI.  

6.5.1  A dynamic programming model
We treat the message presentation problem as a sequential decision problem, in which we are given a set of messages and their characteristics (indications of their importance, duration, and preferred display time) and must decide which messages to display at what time.  In this situation, a new decision may be required before a previous decision has been carried out; however, interruptions can be costly to the processing of information.  An experiment examining interruption of a continuous control and tracking task with discrete matching tasks indicated that people strategically postpone interruptions until they finish a task (McFarlane, 2002).  Similarly, an experiment investigating discrete tasks interrupted by tracking tasks and screen-blanking periods found the greatest cost to resuming a task resulted from mid-task interruptions (Monk et al., 2004). Thus, the DP model developed here will assume that a message, if displayed, must be displayed without interruption for the required duration.  Furthermore, the algorithm will allow a message to be displayed more than once if it still has value after it is first displayed.  The basic idea underlying the DP model is shown in Figure 6. 5.
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Figure 6. 5.  The DP model framework.
6.5.1.1 Step 1: Initialization

Consider a set of messages, i =1, 2, …N, each with a duration di, a priority Pi , and a function 
[image: image8.wmf](

)

i

Ut

, which specifies its relative usefulness if its display begins at time t.  Note that a high value of the priority of message i, 
[image: image9.wmf]i

P

, indicates high priority (e.g., 
[image: image10.wmf]ij

PP

>

 means message i has priority over message j).  In other words, this is the reverse of the POI of SAE, for which a small value indicates higher priority.  The benefit if message i is displayed at time t is assumed to be the product of a usefulness function, 
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 and the relative priority of the message,
[image: image12.wmf]i

P

. Also, we assume that there is no positive reward for early message display, message display is a memoryless process, and there are no precedence constraints among the messages. 
In this study, it is assumed that each message i has a “best display time” (BDTi) at which it is most useful, i.e., 
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an earliest display time (EDTi) before which the message will not be useful (i.e., 
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a latest display time (LDTi)  after which the message will not be useful, (i.e., 
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Ideally, a simple algorithm could be used to specify BDT, EDT, and LDT based on the characteristics of each message.  Unfortunately this is not possible.  Instead, the values depend on the specific content of the message and the required response of the driver.  Some messages concern strategic responses of drivers, such as the decision to exit the freeway for food.  Others concern tactical responses, such as changing lanes for a work zone.  Others concern operational responses, such as maintaining a set speed and lane position.  The time constants for each of these general classes of behavior are quite different and so the difference between the earliest and latest possible presentation time will be correspondingly different.  The time constant for operational control is on the order of 1 second, 10 s for tactical control, and 100 s for strategic control (Lee & Strayer, 2004; J. A. Michon, 1985; Sheridan, 1970).  Considering only the simple distinction of operational, tactical, and strategic control, the difference between the earliest and latest message presentation time might vary between 0.75 and 2 seconds for operational control, but between 1 and 3 minutes for strategic control.

Beyond the timing considerations associated with operational, tactical, and strategic control, the specific values of earliest, latest, and best presentation time depend on the specific response required by the driver.  For messages concerning the roadway, the latest display time would be based on the response time of the driver and the proximity to the roadway hazard.  At the operational level, the response time for a driver to begin braking is approximately 1.5 seconds (Green, 2000; Johansson & Rumar, 1971; Olson & Sivak, 1986).  This response time and the event dynamics can determine the latest message presentation time (Brown, Lee, & McGehee, 2001).  The earliest display time should occur slightly before the driver can confirm the message with information from the roadway otherwise drivers may not trust the accuracy of the information (Lee & See, 2004).  When such confirmatory information is not available or is available only after the best display time, the earliest display time should be defined according to the slowest response process that is likely to occur.  These somewhat vague constraints on message display timing reflect the challenge of developing a generic algorithm to define presentation times.  The values of safety relevance, operational relevance, and time urgency of the SAE standard for message priority were determined through a consensus process of driving safety experts, the times for the earliest, best, and latest display times may require a similar process (SAE, 2002). 
6.5.1.2 Step 2: Usefulness Function

We assume that the usefulness of each message has a triangular distribution.  In Figure 6. 6 the usefulness of Message M is 0 at both the earliest time for the beginning of display (EDTM) and the latest time for the beginning of display (LDTM) on the screen, and a maximum value of 1 at the best time for the beginning of display (BDTM).  A solid bar shows the range during which a message can be displayed, and the best display time is highlighted.  That is, in the most desirable scenario, Message M is displayed from time t = 3 to time t = 5.  Since the given duration of the message display is 2, we know that the latest time for the beginning of the message is time t = 8, so that the latest time the message can be on the display is time t = 10.  
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Figure 6. 6.  The shape of a triangular distribution for Message Usefulness.
Thus, the following equation is used to determine the usefulness of messages i at time t.  
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Note that the assumption of a triangular utility function is for the purpose of illustration.  Any other function might be used to specify message usefulness.  We further assume that time may be discretized, with t = 1, 2, …T, to define the planning horizon.

We begin by defining a renewal point as the time at which the IVIS becomes available to display a message.  We assume a memoryless system in which decisions made at a renewal point do not depend upon any decisions made prior to that time.  

6.5.1.3 Step 3: Recursive Definition of Optimal Value Function

We now define an optimal value function:
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The optimal value function may be defined recursively as:  
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That is, if message i is selected for display at a renewal point t, then t+di becomes the next renewal point, and the total benefit will be the sum of the benefit of message i and the maximum possible benefit from time t+di to time T.  The following example illustrates the DP modeling and analysis approach.   

6.5.2 Illustrative example of computational method
Suppose there are N = 15 messages to be displayed.  The characteristics of these messages are shown in Table 6. 6.  P is a priority and Duration is the processing time, which includes response duration (i.e., the time needed to respond to a message).  EDT, BDT, and LDT are earliest, best, and latest times for beginning the display of each message, respectively.

Table 6. 6. Message characteristics.
	Message ID
	P
	EDT
	BDT
	LDT
	Duration

	Message 1
	45
	5
	12
	13
	3

	Message 2
	38
	13
	14
	18
	2

	Message 3
	37
	2
	7
	9
	3

	Message 4
	31
	11
	11
	14
	3

	Message 5
	30
	5
	16
	18
	2

	Message 6
	23
	7
	9
	11
	2

	Message 7
	22
	7
	8
	11
	3

	Message 8
	20
	1
	3
	4
	3

	Message 9
	19
	1
	9
	13
	3

	Message 10
	17
	4
	12
	13
	3

	Message 11
	16
	0
	5
	12
	3

	Message 12
	12
	0
	1
	10
	3

	Message 13
	9
	0
	5
	9
	2

	Message 14
	5
	12
	17
	18
	2

	Message 15
	4
	0
	2
	7
	2

	Idle
	0
	0
	0
	20
	1


Notice that a dummy or “idle” message has been defined, since we assume that the IVIS need not continually display messages.  Figure 6. 1 shows the corresponding Gantt diagram, with a bar showing the range during which a message can be displayed as well as the “best” display time.  
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Figure 6. 7.  Graphical Representation of the IVIS message characteristics.
Assuming that the usefulness (
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Consider, for example, the recursive computation at time t = 1 (see Table 6. 7).  The recursive computation of the optimal value function G begins with the boundary condition 
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 19,18,…,1, producing the values shown in Table 5.  Suppose Message 12 is selected to display on the screen, ending at time t = 4.  Then the total benefit would be 178.4, i.e., 12 (benefit of Message 12) plus 166.4 (future value that we can get from Message 13 from the result of the previous calculation at time t = 4 in Table 5).  If, on the other hand, we do not select any messages to display (i.e., Idle message is presented until time t = 2), then there is no benefit.  Calculating the benefit for time t = 2 in Table 4, we find that we can achieve a maximum benefit value of 179.2.  Thus, the total benefit at time t = 1 would be 179.2.  However, the optimal decision at time t = 1 is to display Message 15, ending at time t = 3.  The corresponding benefit G(1) would be 181.2, i.e., 2 (benefit of Message 15) plus 179.2 (future value that we can get from Message 8 from the result of the previous calculation at time t = 3 in Table 5).  That is, G(1) is a value of total benefit summed from t = 1 to t = 20.  

Table 6. 7.  Recursive computation at time t = 1.
	Message ID
	benefit
	G(t+d)
	total
	next stage

	Idle
	0
	179.171
	179.171
	2

	Message 3
	0
	166.371
	166.371
	4

	Message 8
	0
	166.371
	166.371
	4

	Message 9
	0
	166.371
	166.371
	4

	Message 10
	0
	166.371
	166.371
	4

	Message 11
	3.2
	166.371
	169.571
	4

	Message 12
	12
	166.371
	178.371
	4

	Message 13
	1.8
	179.171
	180.971
	3

	Message 15
	2
	179.171
	181.171
	3


Table 6. 8.  The optimal ordering of the messages.
	time
	G(t)
	Message ID
	next renewal point

	1
	181.171
	Message 15
	3

	2
	179.171
	Idle
	3

	3
	179.171
	Message 8
	6

	4
	166.371
	Message 13
	6

	5
	159.171
	Idle
	6

	6
	159.171
	Message 3
	9

	7
	143.571
	Message 3
	10

	8
	129.571
	Idle
	9

	9
	129.571
	Message 6
	11

	10
	106.571
	Idle
	11

	11
	106.571
	Message 1
	14

	12
	88.5
	Message 1
	15

	13
	68
	Idle
	14

	14
	68
	Message 2
	16

	15
	43.5
	Message 2
	17

	16
	30
	Message 5
	18

	17
	15
	Message 5
	19

	18
	0
	Idle
	19

	19
	0
	Idle
	20

	20
	0
	Idle
	21


Based upon our computations, the maximum benefit that may be obtained is G(1) =181.2.  A “forward pass” is used to identify the optimal schedule, where the total benefit is calculated at each decision point, starting at time 0, and the message whose display provides the greatest total benefit is chosen.  In this example, the optimal schedule displays Message 15 with duration 2 at t = 1, so that the next renewal point is at t = 3.  Table 6. 8 indicates that if t = 3 is a renewal point, Message 8 should be displayed, so that the next renewal point occurs at t = 6.  This process results in the following schedule: Message 15
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Message 5, after which, at t = 18, the display is idle.  We note that Message 1 with the highest P is displayed earlier than its BDT so that both Message 2 and Message 5 may be displayed at their BDT, resulting in a greater total benefit.  Also, Message 4, which has relatively high P value, is omitted so that both Message 1 and Message 2 may be displayed, again resulting in a greater total benefit. 

Because this example used a simple priority P to illustrate the method, which does not reflect time urgency of a message of the SAE’s POI, it is possible that the SAE criterion might generate a different message sequence than the current example.  Thus, to compare the DP algorithm performance to that of the SAE criterion, we consider another example.  

6.5.3 Comparison of DP model and the SAE priority criterion
Suppose N = 50 messages are to be displayed.  Table 6. 9 shows the message characteristics.  Last Display Time (LDT) is the latest time to begin displaying the message on the display screen.  Thus, POI values of each message become lower (i.e., have higher priority) as the renewal point approaches its LDT.  As in the previous example, Duration is the processing time needed to attend to the message.  

Table 6. 9.  Message characteristics.
	Message

ID
	Safety

Index 
	Operational

Index
	LDT
	Duration
	 
	Message

ID
	Safety

Index 
	Operational

Index
	LDT
	Duration

	1
	2
	1
	1
	15
	
	26
	3
	2
	18
	25

	2
	2
	2
	1
	25
	
	27
	1
	2
	19
	20

	3
	3
	2
	1
	5
	
	28
	3
	2
	25
	5

	4
	1
	1
	2
	15
	
	29
	2
	2
	35
	20

	5
	1
	2
	2
	10
	
	30
	2
	1
	40
	15

	6
	1
	3
	2
	25
	
	31
	1
	3
	50
	5

	7
	2
	3
	2
	10
	
	32
	3
	1
	55
	20

	8
	3
	1
	2
	10
	
	33
	2
	1
	65
	20

	9
	3
	2
	2
	20
	
	34
	1
	1
	70
	20

	10
	3
	3
	2
	5
	
	35
	1
	2
	75
	15

	11
	2
	3
	4
	15
	
	36
	3
	3
	78
	10

	12
	1
	3
	5
	30
	
	37
	1
	3
	80
	5

	13
	3
	1
	5
	25
	
	38
	2
	3
	85
	15

	14
	2
	1
	6
	10
	
	39
	3
	1
	95
	15

	15
	1
	1
	7
	20
	
	40
	1
	1
	100
	20

	16
	3
	3
	7
	5
	
	41
	1
	2
	110
	15

	17
	1
	2
	8
	15
	
	42
	3
	3
	121
	5

	18
	2
	2
	9
	15
	
	43
	1
	2
	123
	20

	19
	2
	1
	13
	15
	
	44
	1
	3
	123
	20

	20
	3
	1
	13
	10
	
	45
	2
	1
	123
	30

	21
	1
	3
	15
	5
	
	46
	2
	3
	123
	15

	22
	3
	3
	15
	20
	
	47
	3
	1
	124
	10

	23
	2
	3
	17
	15
	
	48
	1
	1
	125
	10

	24
	1
	1
	18
	15
	
	49
	2
	2
	125
	15

	25
	2
	2
	18
	15
	 
	50
	3
	2
	125
	15


In the previous example, the objective function of the DP algorithm was to maximize total benefit, which was obtained from the product of message priority and message usefulness (i.e., the value of the message over time).  In contrast, in this example, the objective function of the DP algorithm is to minimize the average POI weighted by message duration.  We assign POI rank for each message by using the SAE criteria of safety relevance, operational relevance, and time urgency. A “forward pass” is again used to identify the optimal schedule: Message 4 with duration 15 is displayed at t =1, so that the next renewal point is at t =16.  Message 24 should be displayed given a renewal point t =16, and so on.  Thus, we obtain the schedule: Message 4 
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 Message 48, after which, at t =126, the display is idle. Table 6. 10 shows the optimal schedule in which the total POI of messages displayed is 54 and the weighted average POI is 4.44.  

Table 6. 10.  Schedules produced by the DP and SAE algorithms.
	
	DP Algorithm
	SAE Algorithm

	Time
	Message
ID
	POI
	Duration
	Message
ID
	POI
	Duration

	1
	4
	1
	15
	4
	1
	15

	16
	24
	1
	15
	24
	1
	15

	31
	48
	10
	10
	34
	10
	20

	41
	31
	9
	5
	
	
	

	46
	31
	9
	5
	
	
	

	51
	34
	6
	20
	34
	6
	20

	71
	35
	4
	15
	35
	4
	15

	86
	48
	10
	10
	40
	6
	20

	96
	40
	2
	20
	
	
	

	106
	
	
	
	41
	4
	15

	116
	48
	2
	10
	
	
	

	121
	
	
	
	48
	2
	10


To implement the SAE criterion, we use the greedy algorithm.  Every message is sorted by POI rank and, when the display becomes available, the POI of each message is recomputed.  The message having the smallest POI (highest priority) at that instant is chosen, without considering the effect of postponing competing messages.  Table 6. 11 shows the schedule resulting from the SAE criterion, in which the display is idle at t = 131.  The corresponding total POI is 34 and the weighted average POI is 4.65.  

Table 6. 11.  Schedule from SAE criterion.
	Time
	Message
ID
	POI
	Duration

	1
	4
	1
	15

	16
	24
	1
	15

	31
	34
	10
	20

	51
	34
	6
	20

	71
	35
	4
	15

	86
	40
	6
	20

	106
	41
	4
	15

	121
	48
	2
	10


According to Table 6. 10 and Table 6. 11, the DP algorithm generates a schedule that provides a smaller value of weighted average POI.  At t =31, for example, the SAE criterion chooses Message 34, since it has the smallest POI value at that instant.  However, the DP algorithm considers the effect of postponing Message 34 and chooses Message 48, which retains the vital information associated with Message 31.  At t =86, Message 40 has the smallest POI value.  Thus, the SAE criterion chooses it at that instant.  However, the DP algorithm considers the effect of postponing Message 40 and chooses Message 48 so that both messages may be displayed, as both have a relatively high priority (i.e., lower POI value). A single message (i.e., Message 41) is sacrificed, however.  By doing this, eventually, the smaller value of the weighted average POI is obtained from the DP algorithm.  Therefore, we may conclude that, for a unit period of time, the DP algorithm provides drivers with a more valuable set of messages, as defined by the POI metric, compared to the SAE criterion.  This indicates that the DP algorithm produces potentially better and arguably more appropriate timing of messages compared to the SAE formulation.

6.5.4 Conclusions
In-vehicle information systems (IVIS) have the potential to improve road safety by ensuring that drivers receive accurate and timely information. However, as indicated by the ISO and SAE standards for message prioritization, researchers and designers also acknowledge the potential for poorly managed messages to undermine driving safety.     

The ISO and SAE standards consider message priority, operational relevance, and time urgency; however, neither of these methods considers the value of messages over time.  An optimization algorithm, based on a recursive dynamic programming (DP) technique, offers a promising approach to managing message presentation.  This approach considers the time-dependent value of messages neglected by other approaches.  Both the simplicity and benefit of this approach have been shown in the two examples.  The proposed DP algorithm generates substantially improved message sequences compared to SAE criterion.  This is achieved by considering the time constraints that govern the value of a message as well as message priority, whereas the SAE criterion produces only simple, priority-based schedules.  
The proposed algorithm assumes a known set of messages to be displayed over a fixed time horizon, it may be used in a dynamic setting in which additional messages are added to the set by simply re-computing the schedule.  That is, additional messages may arrive before the completion of the computed schedule, in which case the schedule may be revised, beginning at the next renewal point (i.e., the end of the message currently being displayed).  This is easily accommodated because, as shown by our example, the proposed algorithm requires minimal computation and is scalable.  

This research provides a way of ordering the presentation of messages over time to avoid overwhelming the driver with information.  It is anticipated that the proposed DP model will enhance the benefits of Intelligent Transportation Systems (ITS).     

6.5.5 Future considerations
The algorithm assumes a triangular distribution for message usefulness Ui, in which the value of displaying a message at t = EDT = LDT is 0 and at t = BDT is 1.  Messages may follow different distributions, such as those whose maximum value occurs when they are first generated and whose value drops to zero at a specific point in time.  Therefore, alternate distributions, such as a trapezoidal distribution, may need to be considered in fine-tuning this algorithm. 
More importantly, the model assumes no precedence constraint among the messages and that the system is memoryless.  These two assumptions hold for many messages, but not for systems that deliver a coordinated sequence of messages, such as those associated with route guidance.  With route guidance, messages have clear precedence relationships associated with the order of maneuvers.  The temporal separation of route guidance commands associated with the distance between turns makes it unlikely that the proposed algorithm would generate messages different from one that includes precedence information.  

The memoryless property of the algorithm is also consistent with most, but not all message sequences a driver might receive.  In most situations the presentation of a message would not need to influence the timing of subsequent messages.  One exception to this would be situations in which a logical grouping of messages might make drivers more able understand and respond to the messages as a group rather than as separate messages.  Information regarding services offered at a freeway exit is one example of this.  Here the timing of messages might benefit from a consideration of what has just been presented so that messages could be clustered so that the driver understands what is offered at a particular exit.  Just as with route guidance, it is likely that the timing constraints will cluster such messages even though the algorithm assumes a memoryless process, but this may not be the case for all such situations and the message description and algorithm my need to be extended to accommodate such situations.  One way to extend the algorithm is to adjust the EDT, BDT, and LDT according to display of other messages.
The algorithm also assumes that messages, once displayed, are displayed without interruption.  The algorithm also allowed for messages to be displayed more than once if they remained useful.  In the driving domain, there is potential for time- and safety-critical messages (e.g., imminent collision ahead) to arise while a lower priority message (e.g., low wiper fluid) is being displayed.  These critical messages must be displayed immediately to benefit the driver, and are relevant only in the current situation.  Therefore, future applications of this method should address circumstances where a message must be interrupted to present a higher priority message.  Such an algorithm must balance the psychological cost of interruption with the benefit associated with attending to the interrupting message (McCrickard, Czerwinski, & Bartram, 2003).
The increasing prevalence of in-vehicle information systems make it increasingly likely that drivers could be overwhelmed by a sequence of poorly prioritized messages.  Our DP algorithm begins to address this issue.  Even an ideally timed sequence of messages could overwhelm the driver if the messages coincide with demanding driving maneuvers, such as negotiated a merge onto a freeway.  The DP algorithm could address this possibility by treating these maneuvers as “messages” that merit the driver’s attention and schedule other messages accordingly, diminishing the possibility that in-vehicle information systems will distract drivers from critical driving demands.

6.6 IVIS demand model

To describe the competing demands of the IVIS tasks, the IVIS tasks were decomposed into subtasks and the resource demands associated with each subtask were entered into an IVIS task library.   Each of these tasks corresponds to button presses recorded within the CAN architecture.  This approach prevents the masking of demanding subtasks within a higher level description.  IVIS demands across several dimensions, providing a description of demand that is consistent with a simplified multiple resource theory of attention (Wickens, 1984, 2002).  The four resource dimensions – visual, auditory, cognitive, and psychomotor– matched those used in the IMPRINT human workload model.  Figure 6. 8 shows the coding scales used to define the demand associated with each element of the IVIS interaction.
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Figure 6. 8.  Visual, auditory, cognitive, and psychomotor demand scales used to quantify task demand.
In addition to the IMPRINT resource demand, the IVIS task library also described each task according to its interruptibility, which provides a basis for quantifying the cost of interrupting a task.  This interruptibility dimension is based on a literature review that identified  the characteristics of tasks that have the greatest affect on the resumption of the task following an interruption, with working memory demands being the primary factor, the influence of which increased as the as the time on task increased.  Highly repetitive tasks show a smaller effect of interruption and tasks that become more automatic with experience.  Based on these findings, task rehearsal and task navigation components were identified as comprising the interruptibility dimension:

Task rehearsal

Working memory – number of units of information to be remembered in order to perform or resulting from performing the current subtask.

Time on task – time estimated to complete the subtask 

Task navigation

Current subtask – the current subtask being performed

Next subtask – the next likely subtask to be performed based on sequential maneuvers

Repetition – whether or not the subtask is repetitive

Table 6. 1 provides a simple example of an IVIS task library entry for a text message reading task.  The column on the left shows the task decomposition, describing how the message is initiated (displayed), read and scrolled, and ended when there are no more lines to display.  Working across the matrix, the columns show the IMPRINT dimensions and the interruptibility components.  The example shows that reading and scrolling the message requires the most resources.

Table 6. 12.  Example IVIS task library entry for a text message reading task.
	
	Resource dimensions
	Interruptibility dimensions

	
	Visual
	Auditory
	Cognitive
	Psycho-motor
	Working Memory
	Time on Task
	Current Subtask
	Next Subtask
	Repe-tition

	Initiate message
	0
	1
	3.7
	2.2
	0
	1
	1
	2
	0

	Read and scroll message
	5.9
	0
	5.3
	0
	2
	2
	2
	2
	0

	End message
	0
	0
	4.6
	2.2
	0
	1
	3
	0
	1


Figure 6. 9 shows the high-level model architecture, which draws upon the IVIS task library to predict IVIS demand.  The model accepts as inputs from the IVIS task library, device state data from the IVIS (e.g., a button press), and driver state information (e.g., current eye position from an eye-tracking system).  The task sequence module uses the button press and IVIS state inputs to reference the task profile, identifying the current and next likely actions.  The task timing module uses the device state and current eye position to track progress within a task and estimate timing of future glances and the associated cognitive demand.
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Figure 6. 9.  High-level telematics demand model architecture.  Here the IVIS task library, In-Vehicle Device, and Eye Tracking System provide the inputs to the model components Task Sequence, Task Timing, and Task Demand.
These data (task profiles and timing) are then fed into the task demand module, which calculates the current and future demand given the timings identified and using the interruptibility description of the tasks to describe how the demand decays or grows between tasks.  Highly interruptible tasks are reflected in a demand profile that quickly decays between actions, whereas highly uninterruptible tasks will exhibit a very shallow decline in demand, or even an increase in demand.  

6.6.1 Model Validation and Application
For the simple example of text reading, the output of the model shows increases in demand during the most resource intensive subtasks (reading text) compared to simpler tasks (pressing a button), which is expected based on previous studies examining the task.  The study at the National Advanced Driving Simulator, planned for the end of this year, will provide further empirical evaluation of the model’s predictive ability.  

The next step involves development of a complementary roadway demand model and associated data fusion.  Ultimately, driver distraction depends on the degree of IVIS demand in the context of a roadway demand that competes for similar resources.   Decomposing driving tasks and coding resource demands will produce a library similar to the IVIS task library, to be referenced in response to sensor data from lane-tracking systems, forward and rear radar systems, GPS data, and so on. Linking roadway demand estimates to the navigation system or to a system that learns drivers routes could provide a projection of driving tasks similar to that generated by the IVIS task library.  When compared against IVIS demand over time, high-demand periods can be precisely targeted for mitigation strategies. The recently completed 100-car study provides a wealth of data to validate such a model.

Future work will focus upon improving the model in real-time by calibrating parameters to individual drivers.  Using the Kalman filter as a metaphor, the discrepancy between model predictions and observed behavior could be used to adjust model parameters, such as the demand decay function or distribution of expected glance times, to match the behavior of individual drivers over time (Pentland & Liu, 1999).  Not only would the ability to predict demand improve over the short-term, it could enhance the robustness of future projections.  For example, a navigation system providing turn-by-turn directions to a driver can identify previous high demand driving situations (i.e. heavy traffic or construction) and tailor the route to either avoid those situations, warn drivers in advance of increasing demand, or block IVIS tasks (i.e. expected phone calls or incoming email) that have been shown to overload the driver when attempted concurrently.  Incorporating data from all possible systems available to the driver (cell phone, PDA, satellite radio, etc.) will provide a more complete library of likely tasks the model can use to compare against driving priorities, leading to preemptive suggestion of mitigation strategies to avoid resource conflicts and driver overload.
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